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ABSTRACT— A huge amount of biological data has been collected which is related to cardiovascular disease in healthcare 

industry and it’s increasing day by day. This enormous amount of data is in irregular form. So it is difficult to extract useful 

information in limited time and within affordable cost range. That’s why we need some dimensionality reduction feature methods 

to process this data with combination of data mining techniques to extract useful information from this huge amount of data. Data 

mining techniques such as Decision tree, Naïve Bayes, Neural network, K-Nearest neighbor and Random Forest has been 

previously used by many researchers for classification of cardiovascular patients. In this work, LLE used as feature selection 

method on two datasets; Cleveland and Statlog before applying classification methods, Decision Tree (DTree), Random Forest 

(RF), Support vector Machine (SVM) and Neural Network (NN) to predict the cardiovascular disease in patients. The results show 

that Random Forest is the best classifier for the prediction of cardiovascular disease with highest prediction accuracy for both 

Cleveland and Statlog heart disease datasets. It shows AUC-ROC as 1 with 80% training datasets. This framework will also be 

time effective and cost effective. 

Keywords— Cardiovascular disease, data mining techniques, dimensionality feature reduction methods, local linear 

embedding (LLE). 

_______________________________________________________________________________________________________ 

 

I. INTRODUCTION 

Cardiovascular Disease: Cardiovascular Disease (CVD) 

is one of the fatal diseases. Cardiovascular disease contains 

many types of heart diseases. Cardiovascular disease caused 

a large number of people die every year. According to World 

Health Organization (WHO), twelve million people died by 

cardiovascular disease every year in the whole world. In 

almost every 34 seconds one person died due to heart 

problem throughout the world, Kumar(2018).  

Cardio refers to as heart, so cardiovascular disease refers 

to various types of heart problem in which coronary artery 

disease (CAD), angina pectoris, arrhythmias, myocarditis, 

cardiomyopathy, congential heart disease and congestive 

heart failure are included.  

 Coronary Artery Disease: It is the disease of 

coronary artery which supplies blood and oxygen 

toward the whole body. It occurs when a plaque or 

clot deposits in artery and causes the insufficient 

supply of blood and oxygen. 

 Angina pectoris:  It is chest pain also called angina. 

It is the condition of insufficient supply of blood to 

the heart. It is the warning of heart attack. 

 Arrhythmias: Arrhythmias is disorder of heart 

movement. Heartbeat can be fast, slow and irregular 

in this condition. 

 Myocarditis: It is uncommon disease of heart. It is 

the inflammation of heart muscle. It is caused by 

viral, fungal and bacterial infection. 

 Cardiomyopathy: It is the weakness of heart muscle 

or change of heart structure in pumping blood.  

 Congential heart disease: It is the formation of 

abnormal heart due to defect in structure of heart or 

its functioning. It is the disease of heart in which 

new born baby are suffered. 

 Congestive heart failure: It is the disease in which 

heart failed to supply the sufficient blood in the 

whole body. It is also known as heart failure, 

(Sudhakar & Manimekalai, 2014; Karthiga et al, 

2017). 

 Factors Causing Cardiovascular Disease 

There are many factors which are causing cardiovascular 

disease. Some factors are controllable factors which can be 
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easily controlled by humans and some are uncontrollable 

which cannot be controlled by humans. 

a) Controllable factors 

The factors causing heart disease which can be easily 

controlled by humans are called controllable factors. These 

factors are as follows 

 Hypertension: 

Hypertension is controllable factor caused 

cardiovascular disease in humans. It increases the blood 

pressure that can damage the muscles of heart.  

 Smoking: 

Smoke addicts have more chance of heart attack because 

tobacco has such dangerous chemicals which cause to 

damage artery walls. It is also controllable factor causing 

cardiovascular disease. 

 Cholesterol: 

        Cholesterol closes and narrows the arteries of heart. It 

deposits in arteries in form of plaques. Plaques may block 

and narrow the arteries which cause heart failure. 

 Blood Sugar: 

High blood sugar is also controllable factor that can 

cause injury in blood arteries. It also promotes blood clots in 

arteries that can cause high blood pressure and high 

cholesterol. It can be major factor of causing cardiovascular 

disease. 

 Obesity: 

Obesity is also risk factor that causing cardiovascular 

disease. When fat is growing fast, it increased the obesity 

which cause of high cholesterol in man’s body. So it is the 

cause of heart attack in fatty person more than smart persons.   

b) Uncontrollable factors 

The factors that are fixed and cannot be controlled by 

humans are called uncontrollable factors which cause 

cardiovascular diseases in humans. These factors are as 

follows 

 Age: 

Age is uncontrollable risk factor of heart disease. Heart 

diseases mostly affect the persons above age 40 years and 

mostly die the people having age above 65 years.  

 Sex: 

Heart diseases mostly attack the men rather than women. 

The men’s death ratio is high than women due to 

cardiovascular disease. The sex is uncontrollable risk factor 

of CVD, Devi et al (2016).  

This study handles the both types of factors. 

 Dimensionality feature reduction method   

The methods that are used to reduce the dimensions and 

features of a dataset in data mining are termed as 

dimensionality feature reduction methods. These methods are 

very important and play a vital role in data mining to tackle 

the huge amount of data. In this study, local linear 

embedding is used as dimensionality feature reduction 

method to reduce the features.   

 Local Linear Embedding (LLE): 

LLE is a local linear embedding technique for 

dimensionality reduction. It makes graph representation of 

the data points. It preserves only local properties of the data 

that makes LLE less sensitive to short circuiting. Successful 

embedding of non convex manifolds is allowed by 

preservation of local properties. It describes the local 

properties of data point xi as a linear combination Wi of its k-

nearest neighbors xij. LLE can be written in mathematical 

form as; 

                       ∅(𝑌) =  ∑ (yi −i ∑ wij yij )
2k

j=1   , Maaten 

(2007). 

After reducing the attributes of a dataset, this study used 

some data mining classification techniques to classify the 

data into two categories as; healthy or unhealthy. 

 Classification Methods 

Classification methods are data mining techniques which 

used for the classification of data. They are used to categorize 

the data into healthy and unhealthy classes in healthcare 

sector. This project implemented four classification methods 

on heart disease datasets to classify the data as: 

i. Support Vector Machine (SVM): 
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Vapnik and Cortes proposed SVM which have been 

applied for gender classification by many researchers. This is 

a linear classifier which can identify two classes. There is a 

line which is used to separate the dataset is called separating 

hyperplane (Patil et al, 2019; Kanikar & Shah, 2016). The 

advantage of SVM is that it is easy to interpret results and 

computationally inexpensive. But on the other hand 

disadvantage is that it can handles only binary classification, 

Kanikar & Shah (2016). Mathematically, SVM can be 

written as  

If Yi = +1; wxi + b ≥1                →               (1) 

If Yi = -1; wxi + b ≤ 1               →                (2) 

For all i; Yi (wi + b) ≥ 1, Ayon et al (2020). 

ii. Decision Tree (DTree): 

Decision tree is tree like structure having roots and 

leaves. Root node represents the top node, internal node 

represents the testing of attribute, branch node represents the 

output of testing and leaf node represents the class (Subhadra 

& Vikas, 2019; Shylaja & Muralidharan, 2019). Both 

numerical and categorical data can be handled by decision 

trees. In this algorithm, first information gain of the attributes 

should be found. By using the below equation (1), 

information gain of the attributes can be identified. 

                         E(S) = -P(P)log2P(P)-P(N)log2P(N)                    

(1), David & Beley (2018). 

iii. Random Forest (RF): 

The group of different classifiers of decision trees is 

called random forest. In this technique different decision 

trees with randomly selected attributes are combined, so it is 

called random forest. These classifiers used ensemble 

algorithms, Subhadra & Vikas (2019). Random forest 

accomplished in different steps as: 

a) First it selects a bootstrap sample from training set 

b) Then it generates an unpruned tree on this bootstrap 

sample 

c) Then it selects each interior node randomly and also 

determines the best split 

d) There is no need to pruning if each tree is 

completely developed 

Using majority voting method from all trees, final output is 

taken, Ayon et al (2020). 

iv. Neural Network (NN): 

Neural network consists of many neurons which are 

interconnected with each other. It consists of three layers, 

input layer, hidden layer and output layer. Neural network 

always works like a brain and consists of neurons, so it is 

called neural network (Subhadra & Vikas, 2019; Shylaja & 

Muralidharan, 2019). Neural network works in different steps 

as follows; 

a) First processed data given to input layer 

b) Then this data is transferred to hidden layer with 

some random weight value  

c) From hidden layer, this data transferred to output 

layer 

d) Each value at output layer compare with original 

information 

e) If information is incorrect then modify the weight 

value and again process the information 

f) If information is correct then no alternation is done 

in weight value  

Finally output layer gives the output after processing 

information, Maji & Arora (2019). 

1.1 Problem Statement: The data about heart patients is 

increasing continuously and factors causing heart 

disease also rising simultaneously. So to predict the 

heart disease is very difficult task and also time 

consuming and very costly. That’s why; this study 

introduced a framework that consist of dimensionality 

feature reduction method, to reduce the factors of heart 

disease data and then used the classification methods to 

predict the heart disease. In this way, this study will 

reduced the time and cost as well as improve the 

classification methods.   

1.2 Identify Research Questions: There are some 

questions related to research,  

 Is this possible to help biologists in early diagnose 

of cardiovascular disease using data mining?  
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 Can we use linear or non linear dimensionality 

reduction techniques as feature reduction methods 

for cardiovascular disease data? 

 Is this model can be time effective and cost effective 

also? 

1.3  Significance/Objective/Scope: Cardiovascular Disease 

(CVD) is one of the fatal diseases. According to World 

Health Organization (WHO) twelve million people die 

every year by CVD. In almost every 34 seconds one 

person die due to heart problem throughout the world, 

Kumar(2018). In this project, we want to predict 

cardiovascular disease in patients using biological data. 

We are using two authentic CVD datasets from UCI 

machine learning repository which already used in (El-

Bialy et al, 2015; Ayon et al, 2020). This framework 

will help biologist in early diagnosis/prognosis of 

cardiovascular diseases. 

All the above discussed methods are widely used in 

classification and prediction of cardiovascular disease.   

In next section, we reviewed the previous work using 

data mining techniques on heart disease datasets. 

 

II. LITERATURE REVIEW 

Many researchers in past have worked on early 

diagnosis of cardiovascular disease. As cardiovascular 

disease is one of the fatal diseases and very vastly cause 

death among people. There are many factors which cause 

heart disease. So data about heart disease is increased day by 

day. That’s why many researchers have been trying to handle 

this enormous data. For this purpose, different studies have 

been carried out by using data mining techniques like Naïve 

Bayes, Neural Network, Decision Tree, Random Forest, 

Support Vector Machine and different hybrid models on 

different heart disease datasets, their results shows the 

performance of these models for the prediction of 

cardiovascular disease.  

Verma et al. (2016) used multinomial logistic 

regression (MLR), multilayer perceptron (MLP), fuzzy 

unordered rule induction algorithm (FURIA) and C4.5 on 

clinical data of 26 features and 335 instances to predict 

accuracy and incorrectly classified instances in prediction of 

coronary artery disease. They found that MLR has highest 

prediction accuracy which is 83.5%. After that they proposed 

hybrid method with correlation based feature subset selection 

(CFS) with particle swam optimization (PSO) search method 

to reduce the features. After applying CFS and PSO five 

features are selected. In this way accuracy of MLR is 

increased 0.67%. After feature selection, K mean clustering 

is applied so accuracy of MLR is increased to 88.4%. They 

also applied this proposed method on Cleveland data set with 

14 features and 303 instances. After applying hybrid model, 

features are reduced to seven and accuracy is increased to 

92.8% [12]. 

Verma & Srivastava (2016) collected the dataset from 

UCI machine repository contributed by Cleveland. They used 

70% data for training the model and 30% data for testing the 

model. They used artificial neural network (ANN) based 

model to predict the coronary artery disease. They used 

Probabilistic Neural Network (PNN), alternating decision 

tree (ADTree) and RBF network to predict the CAD with 

more accuracy. They evaluated the performance of diagnostic 

model by measuring the difference between actual values and 

predicting values. They found that the prediction accuracy of 

PNN is higher than ADTree and RBFN which is 96% and 

misclassification rate is 4%. They also compared their model 

with other researchers work and found PNN has highest 

accuracy [13]. 

Kumar et al, (2018) used four classification 

algorithms, Naïve Bayes, Multilayer Perceptron, Random 

Forest and Decision Table to classify a patient. Patient is 

tested positive or negative for heart diseases based on some 

measurements included into the dataset. They also compare 

these four algorithms and found that Naïve Bayes has better 

accuracy for classification of heart disease. They found the 

maximum accuracy of Naïve Bayes is 87.20% and minimum 

accuracy of Random Forest is 83.72% using confusion matrix 

[14]. 

Maji & Arora (2019) used two techniques C4.5 and 

ANN for prediction of heart disease and develop a hybrid DT 
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by combining ANN with C4.5. Hybrid DT implemented on 

same dataset and found that its accuracy is 78% which is 

better than other two techniques. They also found the 

sensitivity and specificity of C4.5, ANN and hybrid DT [15].  

Sharma & Parmar (2020) deployed a model to 

improve the prediction accuracy of heart disease using 

Cleveland heart disease dataset. They proposed an optimized 

Deep Neural Network (DNN) model using Talos. They also 

applied some other classification models such as Logistic 

Regression (LR), KNN, SVM NB, RF and then applied 

proposed model Hyper-parameter Optimization using Talos . 

The results showed that hyper parameter optimization using 

Talos performed better with accuracy of 90.78% [16].  

Ayon et al (2020) implemented the seven 

classification techniques Logistic regression (LR), Support 

vector machine (SVM), Deep neural network (DNN), 

Decision tree (DT), Naïve bayes (NB), Random forest (RF) 

and K-nearest neighbor (K-NN) on two heart disease datasets 

Statlog and Cleveland. These datasets were collected from 

UCI machine learning repository to early diagnose the 

Coronary heart disease. They implemented these techniques 

using Python 3.0.  They calculated accuracy, sensitivity, 

specificity, precision, NPV, F1 score and MCC by using five-

fold and ten-fold cross validation. They found that DNN 

shows better accuracy 98.15% with Statlog dataset and SVM 

shows better accuracy 97.36% with Cleveland dataset using 

five-fold cross validation [11]. 

Ricciardi et al. (2020) proposed a method to classify 

the patients into two groups, healthy and unhealthy. They 

used clinical dataset collected from the Department of 

Advanced Biomedical Sciences, University Hospital 

Federico II of Naples, Italy. They first applied Linear 

Discriminant Analysis (LDA) on dataset and classify patients 

into two groups, healthy and unhealthy. They calculated 

accuracy 84.5%, precision 94.2%, sensitivity 62.8% and 

specificity 97.7%.      After that applied LDA with 

combination of PCA (Principal Component Analysis), 

extracted 22 features. Finally, they calculated accuracy 

86.0%, precision 96.2%, sensitivity 65.4% and specificity 

98.4%.  All these experiments were performed using Knime 

and R programming languages [17]. 

Joloudari et al. (2020) proposed a method for the 

improvement of accuracy of coronary heart disease diagnosis. 

They implemented 10-fold cross validation on Z-Alizadeh 

Sani dataset to classify into ten subsets as 90% training 

dataset and 10% testing dataset. Then they implemented the 

Decision trees of Chi_squared automatic interaction detection 

(CHAID), Decision trees of C5.0, support vector machine 

(SVM) and random trees (RTs) classification methods on 

dataset. They found that RT has accuracy 91.47%, SVM 

69.77%, CHAID 80.62% and C5.0 has 82.17%. They showed 

that RT is the best classifier than other classifiers [18].  

Kolukisa et al. (2019) used two datasets; Cleveland 

and Alizadeh Sani heart disease datasets. They proposed an 

adaptive ensemble machine learning algorithm. They 

implemented K-nearest neighbor (KNN), logistic regression 

(LR), linear discriminant analysis (LDA), naïve bayes (NB), 

support vector machine (SVM) and ensemble method on two 

datasets. They found that ensemble method shows highest 

accuracy of 83.43% on Cleveland dataset and 88.38 % on 

Alizadeh Sani dataset [19].   

Bhaskura & Devi (2019) proposed a new automated 

system for accurate diagnose of heart disease, named as 

Hybrid Differential Evaluation based Fuzzy Neural Network 

(HDEFNN). The Cleveland heart disease dataset collected 

from UCI machine learning repository. First they normalized 

the dataset then applied the proposed method algorithms on 

normalized dataset. The simulation results performed in 

Matlab K-fold cross-validation. After applying HDEFNN, 

their results compared with J48, NB and RF with reference to 

accuracy. They found that HDEFNN shows better accuracy 

than other algorithms [20]. 

Shylaja & Muralidharan (2019) developed a hybrid 

classifier by hybridizing of Support Vector Machine (SVM) 

and Artificial Neural Network (ANN) classifiers for the 

prediction of heart disease. The Cleveland heart disease 

dataset was collected from UCI Repository and implemented 

the data mining techniques on this dataset as ANN, SVM, 

RIPPER, Decision Support, NB and hybrid SVM-ANN 
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classifier. They performed all these experiments using 

MATLAB and calculated their accuracy, sensitivity and 

specificity. They showed that hybrid SVM-ANN is the best 

classifier with accuracy 88.54%, sensitivity 91.47% and 

specificity 82.11% [9].   

Latha & Jeeva (2019) proposed an ensemble 

technique for increasing the accuracy of some weak 

classifiers for the prediction of heart disease. They collected 

the Cleveland heart disease dataset from UCI machine 

learning Repository. They were performed some 

classification methods like Bayes Net, Naïve Bayes, Random 

Forest, C4.5, Multilayer Perceptron and PART on this dataset 

using WEKA tool and calculated their accuracy. After that 

they were used some ensemble classifiers as bagging, 

boosting, stacking and majority voting with weak classifiers 

on this dataset and calculated their accuracies again. They 

were improved the accuracy with majority voting classifier. 

After that they were implemented majority voting classifier 

with feature selection and found that highest accuracy was 

obtained by using this ensemble classifier [21].  

 Jan et al; Pushkala et al; Patra & Khuntia (2019) 

applied machine learning algorithms on Cleveland dataset to 

predict the heart disease. They implemented SVM, NN and 

other classification techniques on same dataset but achieved 

different results. They calculated the accuracies of SVM as 

0.90%, 61%, 63.15% and NB as 0.98%, 91%, 65.01% 

respectively [22][23][24]. 

Research Gap: This section describes the previous 

work of different researchers and also describes the novelty 

of this project that how different this model from previous 

studies. 

Previous Work: This chapter contains the 

comparative analysis of the previous study. In previous 

researches, different feature selection methods are used on 

different heart disease datasets to select some distinct 

features to reduce the datasets. They also processed heart 

disease datasets by removing noise and unwanted values. 

After preprocessing the datasets, they applied different data 

mining techniques to predict the heart disease and also 

improve the accuracies of different prediction methods.  

 Novelty of this Project: In contrast to previous 

researches, this study used two heart disease datasets; 

Cleveland dataset and Statlog dataset. As we know that 

features of causing heart disease increasing from some 

decades. That’s why; prediction of cardiovascular disease 

becomes so difficult task. This task is costly and also time 

consuming.  

So in this study, we first reduce the features of these 

datasets by applying the local linear embedding (LLE). After 

the preprocessing of datasets by reducing features, applied 

the classification methods; decision tree (DTree), random 

forest (RF), support vector machine (SVM) and neural 

network (NN) to predict the cardiovascular disease. This 

model leads to predict the CVD in very short time and within 

effective cost range. This model also improves the 

performance of the prediction model by increasing the 

classification accuracy.  So this model helps the biologist to 

use dimensionality feature reduction methods for largest 

datasets to early diagnose the cardiovascular disease. 

III. METHODOLOGY 

Flow of the Study: In this work, two heart disease 

datasets are used for the early diagnosis of cardiovascular 

disease. Then we applied dimensionality feature reduction 

methods to reduce the dimensions. Finally, we applied 

classification methods on preprocessed datasets to classify 

the CVD. Then this study evaluated these methods by AUC-

ROC graphs. 

Data Collection: In this work, two heart disease 

datasets are used for the early diagnosis of cardiovascular 

disease. Both datasets are taken from UCI machine learning 

repository contributed by Cleveland 

[https://archive.ics.uci.edu/ml/datasets/Heart+Disease] and 

Statlog dataset from the site https://github.com/renatopp/arff-

datasets/blob/master/classification/heart.statlog.arff. These 

two datasets: Cleveland heart disease dataset and Statlog 

heart disease dataset are used by many researchers for the 

prognosis of heart disease instances. In 14 attributes, first two 

attributes ‘age’ and ‘sex’ are non-clinical features, one 

attribute is class and rest 11 attributes are clinical features.  
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Statlog dataset consists of 14 attributes in which one 

attribute is target value and 13 are input values and 270 

instances. In 14 attributes, first two attributes ‘age’ and ‘sex’ 

are non-clinical features, one attribute is class and rest 11 

attributes are clinical features. 

Data Preprocessing:  In this study, datasets that are 

used for the classification of heart disease, first preprocessed 

by using Rattle package of R studio. Data preprocessing is 

very essential for the accurate classification. This study 

preprocessed the data by reducing dimensions by applying 

dimensionality feature reduction methods. 

3.3 Model Diagram: 

FIGURE 1. FRAMEWORK OF RESEARCH 

IV. DATA ANALYSIS & RESULTS 

Tool: We used R Studio for the simulation of datasets. 

R Studio is an integrated development environment for R. R 

is a programming language for statistical computing and 

visualization of graphs. We also used Rattle package in R. 

Rattle is graphical user interface for data miningExplain what 

software were used for interpretation and analysis of data, 

what analysis was carried out to explain descriptive statistics. 

What steps were used in inferential statistics including details 

regarding selection of appropriate statistical test and 

evaluation of their assumptions?  

4.1 Simulation of Cleveland dataset without testing 

First, loaded Cleveland heart disease dataset after 

processing it and then applied these four classification 

methods Decision tree (DTree), Random Forest (RF), 

Support Vector Machine (SVM) and Neural Network (NN) 

on Cleveland dataset without testing and training after 

implementing LLE. This study calculated Area Under the 

Reciever Operating Curve (AU-ROC), Error rate and time to 

built in seconds of these four classification methods. Random 

Forest in these classification methods shows highest AU-

ROC which is 1, Neural Network shows 0.93, Support 

Vector Machine shows 0.82 and Decision tree shows 0.85 

given in table 1. 

TABLE 1.  SIMULATION OF CLEVELAND DATASET 

WITHOUT TESTING 

MODEL ROC-

ACCURACY  

ERROR 

RATE % 

TIME IN 

SECONDS 

DTREE 0.854 19.25 0.02 

RF 1 0 0.38 

SVM 0.824 26.1 0.09 

NN 0.929 15.8 0.16 

 

4.2 Simulation of 20% testing Cleveland dataset 

These four classification methods Decision tree 

(DTree), Random Forest (RF), Support Vector Machine 

(SVM) and Neural Network (NN) are also applied on 20% 

testing and 80% training preprocessed Cleveland dataset. 

Then calculated Area Under the Reciever Operating Curve 

(AU-ROC), Error rate and time to built in seconds of these 

four classification methods on the basis of testing dataset. 

Random Forest in these classification methods shows AU-

ROC which is 0.77, Neural Network shows 0.64, Support 

Vector Machine shows 0.79 and Decision tree shows 0.68 

given in table 2. 

TABLE 4.2: SIMULATION OF CLEVELAND DATASET WITH 

20% TESTING 

MODEL ROC-ACCURACY ERROR 

RATE% 

TIME IN 

SECONDS 

DTREE 0.676 30 0.02 

RF 0.776 29.05 0.24 

SVM 0.786 28.7 0.07 

NN 0.644 39.4 0.09 
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4.3 Simulation of 80% training Cleveland dataset 

Then applied these four classification methods Decision 

tree (DTree), Random Forest (RF), Support Vector Machine 

(SVM) and Neural Network (NN) on Cleveland dataset with 

20% testing and 80% training after implementing LLE. Then 

calculated Area Under the Reciever Operating Curve (AU-

ROC), Error rate and time to built in seconds of these four 

classification methods on the basis of training. Random 

Forest in these classification methods shows highest AU-

ROC which is 1, Neural Network shows 0.96, Support 

Vector Machine shows 0.82 and Decision tree shows 0.87 

given in table 3.  

TABLE 4.3: SIMULATION OF CLEVELAND DATASET WITH 

80% TRAINING 

MODEL       ROC-

ACCURACY 

ERROR 

RATE % 

TIME IN 

SECONDS 

DTREE 0.866 18.3 0.02 

RF 1 0 0.24 

SVM 0.818 27 0.07 

NN 0.958 9.55 0.09 
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 In this research work, implement the dimensionality 

feature reduction methods, with the combination of 

classification methods to diagnose the cardiovascular disease. 

This study concludes that by reducing features, the 

performance of prediction model is improved. This project 

calculated the highest AUC-ROC of 1 with 0 error rate by 

using random forest (RF) on 80% training Cleveland dataset.  

4.5 Simulation of Statlog dataset without testing: 

Then loaded Statlog dataset and calculated Area Under 

the Receiver Operating Curve (AU-ROC), Error rate and 

time to built in seconds of these four classification methods 

of Statlog dataset. Random Forest in these classification 

methods shows highest AU-ROC which is 1, Neural Network 

shows 0.99, Support Vector Machine shows 0.85 and 

Decision tree shows 0.83 given in table 4. 

Table 4.4:  Simulation of Statlog dataset without testing 

MODEL ACCURACY % ERROR 

RATE % 

TIME IN 

SECONDS 

DTREE 0.834 22.6 0.02 

RF 1 0 0.31 

SVM 0.853 21.4 0.08 

NN 0.986 4.7 0.10 

 

4.6 Simulation of 20% testing Statlog dataset: 

Then applied these four classification methods Decision 

tree (DTree), Random Forest (RF), Support Vector Machine 
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(SVM) and Neural Network (NN) on Statlog dataset with 

20% testing and 80% training after implementing LLE. Then 

calculated Area Under the Reciever Operating Curve (AU-

ROC), Error rate and time to built in seconds of these four 

classification methods on the basis of testing. Random Forest 

in these classification methods shows AU-ROC which is 

0.70, Neural Network shows 0.63, Support Vector Machine 

shows 0.74 and Decision tree shows 0.68 shown in table 5. 

Table 4.5: Simulation of Statlog dataset with 20% testing 

Model       Accuracy% Error Rate % Time in 

seconds 

Dtree 0.679 40.6 0.02 

RF 0.701 32.15 0.32 

SVM 0.740 27.6 0.09 

NN 0.632 36.95 0.11 

 

 

 

 

4.7 Simulation of 80% training Statlog dataset: 

Then applied four classification methods Decision 

tree (DTree), Random Forest (RF), Support Vector Machine 

(SVM) and Neural Network (NN) on Statlog dataset with 20% 

testing and 80% training after implementing LLE. Then 

calculated Area Under the Reciever Operating Curve (AU-

ROC), Error rate and time to built in seconds of these four 

classification methods on the basis of training. Random 

Forest in these classification methods shows highest AU-

ROC which is 1, Neural Network shows 0.997, Support 

Vector Machine shows 0.85 and Decision tree shows 0.86 

given in table 6.  
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 Table 6. Simulation of Statlog dataset with 80% 

training 
MODEL       ACCURACY% ERROR 

RATE % 

TIME IN 

SECONDS 

DTREE 0.856 19.55 0.02 

RF 1 0 0.32 

SVM 0.852 21.3 0.09 

NN 0.997 2.4 0.11 

 

 

 

 

In this work, first we implement LLE as the 

dimensionality feature reduction methods, with the 

combination of classification methods to diagnose the 

cardiovascular disease. This study concludes that by reducing 

features, the performance of prediction model is improved. 

This model calculated the highest AUC-ROC of 1(100% 

accuracy) with 0 error rate by using random forest (RF) on 80% 

training Statlog dataset. 

In this section, we run two heart disease datasets; 

Cleveland and Statlog in R Studio to predict the 

cardiovascular disease. First we applied LLE as 
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dimensionality feature reduction method and then applied the 

classification methods on both datasets. We divided the 

datasets into testing and training datasets with the ratio of 20% 

and 80% respectively. Finally, we conclude the results of 

classification methods. The result shows that Random forest 

is the best classifier in this model for the early diagnosis of 

cardiovascular disease.  

V. DISCUSSION 

The number of heart patient ever-increasing day by day 

and also the factors describing the cardiovascular disease are 

growing. That’s why; it’s so difficult to find the useful and 

valid information from such type of large raw data.   

So, to handle out this type of difficulty, first we used 

local linear embedding as dimensionality feature reduction 

method to reduce the features. After preprocessing the 

datasets, in this model we implemented classification 

methods; DTree, RF, SVM and NN for the classification of 

heart patients. 

 Then this study calculated AUC-ROC, error rate and 

time in seconds of these four classification methods on 

datasets without testing and training. After that calculated 

accuracy with 20% testing and 80% training and found that 

Random Forest shows highest AUC-ROC as 1 (accuracy = 

100%) without testing and with 80% training for both 

datasets and error rate is 0. The results also show that 

Random Forest is best classifier in this study for the 

prediction of cardiovascular disease with highest prediction 

accuracy for both Cleveland and Statlog heart disease 

datasets. It also shows AUC-ROC as 1 (100% accuracy) for 

80% training datasets. 

  For this study Random Forest is the best classifier 

for the classification of cardiovascular disease. This model 

can be used for the classification of any disease. Also 

concludes that this model can help the biologists in early 

diagnosis of cardiovascular disease. Local linear 

dimensionality reduction techniques are used as feature 

reduction method.  It is also time effective and cost effective 

because this model reduces the factors that describing the 

heart disease. In this study, classification methods are applied 

to classify the patients with presence or absence of 

cardiovascular disease. Accuracy graph and confusion matrix 

are used to show the performance of this model and also used 

the histograms to represent the number of patients having 

heart disease. 

In future work, this model will be tested on gene 

expression dataset that having more than10K or sometimes 

50K features. To handle such type of data, dimensionality 

feature reduction methods are very useful. So this model will 

be very functional and helpful to diagnose cardiovascular 

disease in very short time by reducing features. It will be cost 

effective also. This model will be tested for the prediction of 

any disease in future. 

VI. CONCLUSION 

      In this study, we calculated AUC-ROC, error rate and 

time in seconds of four classification methods on datasets 

without testing and training. We also calculated accuracy 

with 20% testing and 80% training and found that Random 

Forest shows highest AUC-ROC as 1 (accuracy = 100%) 

without testing and with 80% training for both datasets and 

error rate is 0.  So we concluded that Random forest is the 

best classifier in this model to classify the heart patients and 

healthy persons. We also concluded that this model is very 

cost and time effective for the prediction of cardiovascular 

disease. But our study is limited to show the results for 

smaller datasets. In future, this model will be tested on bigger 

datasets and gene expression datasets that have more than 

50K features. This model will be tested for the prediction of 

any disease at early stage.  
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