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ABSTRACT— In this paper, we set up an altered Aboodh transform Adomian break up technique to solve non-linear Vȯlterra 

integral and integrȯ-differential equations. This scheme separate it from initial Aboodh Adȯmian splitting method because it 

involves the terms of Adomian polynomials. we applied Newton-Raphsȯn method instead of ui (variable) in Adomian polynomials. 

The assigned scheme is explored with few explained examples that gave feasible solutions. 
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_______________________________________________________________________________________________________ 

 

I. INTRODUCTION 

The Non-linear integro-differential 

Equations are mostly difficult to solve analytically. 

Therefore, they have been a great interest by several 

authors. Non-linear Vȯlterra integral equations 

dealing with research in scientific field such as the 

population dynamics, increase in contagious 

appliances, semi-conductor tools [16]. Vȯlterra 

integrȯ-differential equations also emerged in 

tangible products such as genetic varieties 

collaborating along with expanding and diminishing 

ratios of breeding, engineering phenomena’s like 

heat and diffusion flow procedures in most cases [ 3, 

13, 15]. Now there are many technique to solve 

these types of equations but there we use Adomian 

splitting technique firstly initiated in 1989 by 

George Adomian [3, 12, 14] that provide semi 

analytical numerical solution that decomposed non-

linear terms in form of infinite series pattern in 

Adomian polynomial. Primarily, the approach 

offers an infinite series result of the given equation 

then non-linear term is break up into an infinite 

series pattern of Adomian polynomial [1, 2, 4, 5, 6, 

8, 10, 14, 15]. A contrast was fashioned between 

Adomian decomposition and tau methods for 

finding the solution of Vȯlterra integrȯ-differential 

equations. The Aboodh transform is obtained from 

Fourier integral and initiated by the Khalid Aboodh 

to resolve ordinary and partial differential equations 

in the time domain [28, 29]. In this article, 

combination of Aboodh transform method and 

Adomian splitting method is described with 

alteration in  idea of Laplace ADM which initially 

was explained by Khuri [10] on the way to simplify 

non-linear differential equation. In quasi 

linearization [11], method was applied to elaborate 

Vȯlterra-integral equations. Kamyad et al. consider 

the process of discretization of an interpolation 

scheme for Vȯlterra-integral equations [9] . In this 

research, we combined Aboodh transform technique 

with Adomian splitting method, while in  

decomposition process for the non-linear terms we 

applied Adomian polynomials , then inserted ui 

(term) in Newton-Raphson algorithm. Since 

Newton-Raphson algorithm is used to calculate the 

best approximating result for real function. In this 

way, we got the more reliable approximate results 

which are better than exact one. 

 

2. Non-linear VIE of  2nd kind. 

Suppose a non-linear VIE with difference 

kernel Such that.                 

                                         𝑘(𝑦, 𝑡)  =  𝑘 (𝑦 − 𝑡)       

𝑢(𝑦)  =  𝑓(𝑦)  +

 ∫ 𝑘(𝑦 − 𝑡) 𝐹[𝑢(𝑡)] 𝑑𝑡,
𝑦

0
        ( i ) 

where 𝑓(𝑦)  is known real  function and 

𝐹(𝑢(𝑦)) is the non-linear function of 𝑢(𝑦).  
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Taking ATM on either sides of ( i ). Then 

linearity and convolution  of  ATM, we get. 

𝒜{𝑢(𝑦)} = 𝒜{𝑓(𝑦)} + 𝑉𝒜{𝑘(𝑦 −

𝑡)}𝒜{𝐹(𝑢(𝑦))}               ( ii ) 

Method containing approximate solution of (i) 

is as  

𝑢(𝑦) =

∑ 𝑢𝑛(𝑦).∞
𝑛=0   

 (iii) 

So, the non-linear term 𝐹(𝑢(𝑦)) is discretised 

such that. 

𝐹(𝑢(𝑦)) =

∑ 𝐴𝑛(𝑦).∞
𝑛=0               

(iv) 

Here 𝐴𝑛𝑠  are Altered Adomian polynomials 

depending on Newton-Raphson method given 

by 

𝐴𝑛 =   
1

𝑛!

𝑑𝑛

𝑑𝜆𝑛 {𝑓(∑ 𝜆𝑖(𝑢𝑖(𝑦) −𝑛
𝑖=0

𝐹(𝑢𝑖(𝑦))

𝐹(𝑢𝑖(𝑦))́ ))}
𝜆=0

 , 𝑛 ≥ 0                      (v) 

By putting (iii) &(iv) in (ii),  

𝒜{∑ 𝑢𝑛(𝑦)∞
𝑛=0 } = 𝒜 { 𝑓 ( 𝑦 )}+ 𝑉𝒜 {k( 𝑦 −

𝑡)} 𝒜{∑ 𝐴𝑛(𝑦)}∞
𝑛=0 . 

 

∑ 𝒜{𝑢𝑛(𝑦)}∞
𝑛=0 = 𝒜 { 𝑓(𝑦) }+  𝑉𝒜 { 𝑘(𝑦 −

𝑡)} ∑ 𝒜{𝐴𝑛(𝑦)}.∞
𝑛=0   (vi) 

 

To determine the terms 𝑢0(𝑦), 𝑢1(𝑦), 𝑢2(𝑦),

𝑢3(𝑦). . . . of infinite series, equating either 

sides of (vi), we get  

𝒜{𝑢0(𝑦)} = 𝒜{𝑓(𝑦)}                                                                      

(vii) 

 

 

In general, the relation is given by 

𝒜{𝑢𝑛+1(𝑦)} = 𝑉𝒜{𝑘(𝑦 − 𝑡)}𝒜{𝐴𝑛(𝑦)}                                    

(viii) 

Takes  inverse Aboodh transform to (vii) and 

(viii), we have. 

𝑢0(𝑦) = 𝒜−1[𝒜{𝑓(𝑦)}]                                                               

(ix) 

𝑢𝑛+1(𝑦) = 𝑉𝒜−1[𝒜{𝑘(𝑦 − 𝑡)𝒜{𝐴𝑛(𝑦)}]                                   

(x) 

 

Putting  𝑢0(𝑦)  in equation (v) we get 𝐴0 

further applying iterative scheme (x), we 

obtain the result of  𝑢1(𝑦), 𝑢2(𝑦), 𝑢3(𝑦).  . ., 

which eventually provide the solution (iii) to 

the given VIE. The consequences of altered 

method for solving VIE give below. In this 

way we found Maximum absolute Error in 

approximation: 

𝑒𝑗 = 𝑀𝑎𝑥𝑖|𝑢𝑒𝑥 − 𝑢𝑎𝑝𝑝| 

Where 𝑒𝑗 represent greatest absolute error for  

𝑦𝑗 in  defined time. 

 

Example 1. Suppose the subsequent VIE  [16] 

𝑢(𝑦) = 𝑦 + ∫ 𝑢2(𝑡)𝑑𝑡,
𝑦

0
                                                              

(xi) 

has 𝑢(𝑦) = 𝑡𝑎𝑛𝑦 as an exact solution. 

Solution. Applying ATM on either parts of (xi) 

then linearity  of Aboodh transform, we get. 

𝒜{𝑢(𝑦)} = 𝒜{𝑦} + 𝒜{∫ 𝑢2(𝑡)𝑑𝑡
𝑦

0
}    

That’s 𝒜{𝑢(𝑦)} =
1

𝑣3
+

1

𝑣
𝒜{𝑢2(𝑦)} 
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Use above technique, we get. 

𝒜{∑ 𝑢𝑛(𝑦)∞
𝑛=0 } =

1

𝑣3
+

1

𝑣
𝒜{∑ 𝐴𝑛(𝑦)∞

𝑛=0 }                                

(xii) 

Where  non-linear term 𝐹(𝑢(𝑦)) = 𝑢2(𝑦) is 

discretized such that applying  formula that’s 

(v). Definite terms of altered Adomian 

Polynomials are as follows: 

𝐴0(𝑡) = (
1

2
)

2

𝑢0
2(𝑡), 

𝐴1(𝑡) = (
1

2
)

2

(2𝑢0(𝑡)𝑢1(𝑡)), 

𝐴2(𝑡) = (
1

2
)

2

(2𝑢0(𝑡)𝑢2(𝑡) + 𝑢1
2(𝑡)), 

𝐴3(𝑡) = (
1

2
)

2

(2𝑢0(𝑡)𝑢3(𝑡) + 2𝑢1(𝑡)𝑢2(𝑡)) 

Equating either sides of (xii), we get.  

                            𝒜{𝑢0(𝑦)} =
1

𝑉3                                                

(xiii) 

In general  

                                𝒜{𝑢𝑛+1(𝑦)} =
1

𝑉
𝒜{𝐴𝑛(𝑦)}                      

(xiv) 

Taking inverse Aboodh transform on either 

sides of (xiii), we get. 

             𝑢0(𝑦) = 𝑦                                                                  

(xv) 

Using general relation, we have  

                          𝑢1(𝑦) =
𝑦3

12
, 

Processing in this way, we get. 

𝑢2(𝑦) =
𝑦5

120
,      𝑢3(𝑦) =

𝑦7

20160
,           𝑢4(𝑦) =

31𝑦9

362880
, 

 

 

Consequently, the approximate solution 

become. 

𝑢(𝑦) = 𝑦 +
𝑦3

12
+

𝑦5

120
+

𝑦7

20160

+
31𝑦9

362880
, … … 

The solution obtained by applying our 

technique for different values of y are shown 

in the table 1 and graphically presented in the 

figure I and greatest absolute error within each 

rows of  tabled entries which shows closeness 

of the results with exact solution, while 0.0002 

is Maximum absolute Error.  

 

Example 2. Solve the following VIE [9] 

𝑢(𝑦) = 2𝑦 −
𝑦4

12
+ 0.25 ∫ (𝑦 − 𝑡)𝑢2(𝑡)𝑑𝑡

𝑦

0
                             

(xvi) 

  With analytical solution 𝑢(𝑦) =  2[𝑦]. 

 

Solution. Taking Aboodh on either sides, we 

get.  

 𝒜{𝑢(𝑦)} = 𝒜 [2𝑦 −
𝑦4

12
] +

0.25𝑉𝒜[𝑦 ]𝒜[𝑢2(𝑦)] 

The technique suppose the series solution of 

function 𝑢(𝑦) 

𝒜{∑ 𝑢𝑛(𝑦)∞
𝑛=0 } = 𝒜 {2𝑦 −

𝑦4

12
} +

1

4𝑉
𝒜{∑ 𝐴𝑛(𝑦)∞

𝑛=0 },           (xvii) 
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Table I: Numerical Outcomes for Example I. 
) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure I:- Contrast of analytical and approximate 

Solution. 

On equating  (xvii), gives recurrent algorithm  

𝒜{𝑢0(𝑦)} = 𝒜 {2𝑦 −
𝑦4

12
} , (𝑥𝑣𝑖𝑖𝑖) 

In general,    𝒜{𝑢𝑛+1(𝑦)} =

1

𝑉2
𝒜{𝐴𝑛(𝑦)}                                  (𝑥𝑖𝑥) 
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Applying inverse Aboodh transform we get. 

𝑢0(𝑦) =  2𝑦 −
𝑦4

12
                (𝑥𝑥) 

𝑢1(𝑦) =
𝑦10

207360
−

𝑦7

2016
+

𝑦4

48
, 

                                𝑢2(𝑦) = −
𝑦16

4777574400
+

37𝑦13

905748480
−

11𝑦10

2903040
+

𝑦7

8064
,  

Up to so on 

Thus, the solution takes the form. 

𝑢(𝑦) =  2𝑦 −
𝑦4

16
−

𝑦7

2688
+

𝑦10

967680

+
37𝑦13

905748480
−

𝑦16

4777574400

+ ⋯ 

The numerical results shown in Table II and Figure 

II represent the performance of recommended. 

Table II: Equating of Approximate with Analytical 

solution of Example 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure II: Evaluation of Accessible Approximate 

with Analytical solution 

 and greatest absolute error is 0.003. 
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3. Non-linear Vȯlterra   integrȯ-differential 

equations of  𝟐𝒏𝒅 kind 

The non-linear Vȯlterra integȯr-differential 

equation of the 2nd kind with                difference 

kernel such that  

                                                 𝑘 (𝑦, 𝑡) =

 𝑘(𝑦 − 𝑡)  

𝑢𝑖(𝑦) = 𝑓(𝑦) + ∫ 𝑘(𝑦

𝑦

0

− 𝑡) 𝐹[𝑢(𝑡)]𝑑𝑡,          (𝑥𝑥𝑖) 

where 𝑢𝑖(𝑦)  represent the 𝑖𝑡ℎ  derivative of 

𝑢(𝑦)  with respect to 𝑦 , 𝑓(𝑦)  is known as 

resource term and 𝐹[𝑢(𝑦)] is the non-linear 

function of 𝑢(𝑦). 

 

The derivative law of Aboodh transform is given by. 

𝒜{𝑢𝑖(𝑦)} = 𝑉𝑖𝒜{𝑢(𝑦)} − ∑
𝑢𝑘(0)

𝑉2−𝑖+𝑘

𝑖−1

𝑘=0

  (𝑥𝑥𝑖𝑖) 

Applying ATM on either sides of (xxi) and use 

the properties of Aboodh transform that’s. 

𝑉𝑖𝒜{𝑢(𝑦)} − ∑
𝑢𝑘(0)

𝑉2−𝑖+𝑘

𝑖−1

𝑘=0

= 𝒜{𝑓(𝑦)}

+ 𝑉𝒜{𝑘(𝑦 − 𝑡)}𝒜{𝐹(𝑢(𝑦)} 

Which implies 

𝒜{𝑢(𝑦)} = ∑
𝑢𝑘(0)

𝑉2+𝑘
+

1

𝑉𝑖
𝒜{𝑓(𝑦)}

𝑖−1

𝑘=0

+
1

𝑉𝑖−1
𝒜{𝐾(𝑦

− 𝑡)}𝒜{𝐹(𝑢(𝑦)}. 

Implementing similar procedure that is 

explained in previous part, written as 

𝒜{∑ 𝑢𝑛(𝑦)∞
𝑛=0 } = ∑

𝑢𝑘(0)

𝑉2+𝑘
+𝑖−1

𝑘=0

1

𝑉𝑖 𝒜{𝑓(𝑦)} +
1

𝑉𝑖−1 𝒜{𝑘(𝑦 −

𝑡)}𝒜{∑ 𝐴𝑛(𝑦)∞
𝑛=0 }  (xxiv) 

The linearity property of Aboodh transform 

gives. 

∑ 𝒜{𝑢𝑛(𝑦)} = ∑
𝑢𝑘(0)

𝑉2+𝑘
+

1

𝑉𝑖
𝒜{𝑓(𝑦)}

𝑖−1

𝑘=0

∞

𝑛=0

+
1

𝑉𝑖−1
𝒜{𝑘(𝑦

− 𝑡)} ∑ 𝒜

∞

𝑛=0

{𝐴𝑛(𝑦)}   (𝑥𝑥𝑣) 

Comparing either sides, we have the following 

repetition relation. 

𝒜{𝑢0(𝑦)} = ∑
𝑢𝑘(0)

𝑉2+𝑘 +
1

𝑉𝑖 𝒜{𝑓(𝑦)}𝑖−1
𝑘=0                                            

(xxvi) 

In general, the relation is given by. 

𝒜{𝑢𝑛+1  (𝑦)} =
1

𝑉𝑖−1
𝒜{𝑘(𝑦

− 𝑡)}𝒜{𝐴𝑛(𝑦)}   (𝑥𝑥𝑣𝑖𝑖) 

Taking  inverse Aboodh  to (xxvi), we 

obtained  𝑢0(𝑦), that  describes  𝐴0(𝑡). 𝑢1(𝑦) 

is found by switching 𝐴0(𝑡) . Ongoing in this 

way we will obtained 𝑢𝑛(𝑦)  from equation 

(xxvii). Afterward getting the pieces of infinite 

series, the series solution (iii) follows. The 

recommended process is demonstrated by the 

subsequent example. 

 

Example 3. Suppose the non-linear Vȯlterra 

integrȯ-differential equation [ 12, 13] 

𝑢′(𝑦) = −1 + ∫ 𝑢2(𝑡)𝑑𝑡 , 𝑢(0) = 0.
𝑦

0
                                           

(xxviii) 
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Solution. Applying Aboodh transform on either 

side of (xxviii) and using the initial condition, also 

by convolution theorem we have.    

𝒜{𝑢′(𝑦)} = 𝒜 {−1 + ∫ 𝑢2(𝑡)𝑑𝑡

𝑦

0

} 

𝒜{𝑢(𝑦)} = −
1

𝑉3
+

1

𝑉2
𝒜{𝑢2(𝑦)}   

Putting the series form of 𝑢(𝑦) we get. 

𝒜 {∑ 𝑢𝑛(𝑦)

∞

𝑛=0

} = −
1

𝑉3

+
1

𝑉2
𝒜 {∑ 𝐴𝑛(𝑦)

∞

𝑛=0

},   (𝑥𝑥𝑖𝑥) 

 

Comparing either sides of (xxix) gives the iterative 

algorithm.  

𝒜{𝑢0(𝑦)} = −
1

𝑉3
,                     (𝑥𝑥𝑥) 

𝒜{𝑢𝑛+1(𝑦)} =
1

𝑉2
𝒜{𝐴𝑛(𝑦)}   (𝑥𝑥𝑥𝑖) 

Applying inverse Aboodh  on either sides of (xxx) 

also use relation (xxxi), we have. 

𝑢0(𝑦) =  −𝑦, 

𝑢1(𝑦) =
𝑦4

48
 

𝑢2(𝑦) = −
𝑦7

4032
 

𝑢3(𝑦) =
𝑦10

387072
, 

𝑢4(𝑦) =  −
𝑦13

40255488
, 

The general solution is  given by.  

𝑢(𝑦) =  −𝑦 +
𝑦4

48
−

𝑦7

4032
+

𝑦10

387072

−
𝑦13

40255488
+ ⋯ 

Table III and Figure III demonstrate the 

approximate solution equated with exact [13] 

is very exceptional having greatest absolute 

error  0.003. 

Table III: Calculated Exact and Approximation 

Solution for Example 3. 

X Exact 

Solution 

Approximate 

Solution 

Absolute 

Error 

0 

0.0625 

0.125 

0.1875 

0.25 

0.3125 

0.375 

0.4375 

0.5 

0 

-0.0625 

-

0.12498 

-0.1874 

-

0.24967 

-

0.31171 

-

0.37336 

-

0.43446 

-

0.49482 

0 

-

0.062499682 

-

0.124994914 

-

0.187474253 

-

0.249918635 

-0.31230139 

-

0.374588271 

-

0.436737503 

-

0.498699852 

0.0000E+00 

3.1789E-07 

1.4914E-05 

7.4253E-05 

2.4863E-04 

5.9139E-04 

1.2283E-03 

2.2775E-03 

3.8799E-03 

 

Figure III: Contrast of exact and approximation. 
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4. Conclusion 

Newtȯn-Raphsȯn technique is used as a term in 

Adȯmian polynomial which shows the validity of 

Aboodh Adȯmian decȯmposition method to solve 

the Vȯlterra integral integrȯ differential equations. 

Now it happened secondly that Adomian 

polynomial techniques are changed slightly with the 

help of Newton-Raphson method. The results 

shown in the tables and graphically presented via 

figures which reflects the closeness of results to the 

exact solution while our opted methodology is lucid 

and less complicated providing the best precised 

results.  

 

REFERENCES 

[1]. J Ahmad, F Hussain, and M Naeem. (2014) 

Laplace decomposition method for solving 

singular initial value problems. Aditi Journal 

of Mathematics Physics, 5:1-15  

[2]. B Ghazanfari and A 

Sepahvandzadeh.(2014). Adomian 

decomposition method for solving Bratu’s 

type equation. Journal of Mathematics and 

Computer Science, 8:236-244. 

 [3]. N Bildik and M Inc.(2013). A comparison 

between Adomian decomposition and Tau 

methods. Abstract and Applied Analysis, 

2013:1-5. 

[4]. J A S Cano. (2013). Adomian 

decomposition method and Taylor series 

method in ordinary differential equations. 

International Journal of Research and Reviews 

in Applied Sciences, 16:168-175. 

[5]. N Doan. (2012). Solution of the system of 

ordinary differential equations by combined 

Laplace transform Adomian decomposition 

method. Mathematical and Computational 

Applications, 17:203-211. 

 [6]. J Fadaei.(2011). Application of Laplace 

Adomian decomposition method on linear and 

nonlinear system of PDEs. Applied 

Mathematical Sciences, 5:1307-1315. 

[7]. F A Hendi.(2011). Laplace Adomian 

decomposition method for solving the 

nonlinear Volterra integral equation with 

weakly kernels. Studies in Nonlinear Sciences, 

2:129-134. 

[8]. S Islam, Y Khan, N Faraz, and F 

Austin.(2010). Numerical solution of logistic 

differential equations by using Laplace 

decomposition method. World Applied 

Sciences Journal, 8:1100-1105. 

[9]. A V Kamyad, M Mehrabinezhad, and J S 

Nadjafi.(2010).  A numerical approach for 

solving linear and nonlinear Volterra integral 

equations with controlled error. International 

Journal of Applied Mathematics, 40:1-6. 

[10]. S A Khuri.(2001). A Laplace 

decomposition algorithm applied to a class of 

nonlinear differential equation. Journal of 

Applied Mathematics, 1:141-155. 

 [11]. K Maleknejad and E Naja. (2011). 

Numerical solution of nonlinear Volterra 

integral equations using the idea of 

quasilinearization. Communication in 

Nonlinear Science and Numerical Simulation, 

16:93-100. 

http://www.lcjstem.com/


ISSN: 2708-7123 | Volume-02, Issue Number-02 | June-2021 

LC INTERNATIONAL JOURNAL OF STEM  
Web: www.lcjstem.com | DOI: https://doi.org/10.47150 

 

Published By: Logical Creations Education and Research Institute (www.lcjstem.com)      21 

[12]. J Manafianheris.(2012). Solving the 

integro-differential equations using the 

modified  Laplace Adomian decomposition 

method. Journal of Mathematical Extension, 

6:41-55. 

 [13]. L Saeedi, A Tari, and S H Momeni 

Masuleh.(2013). Numerical solution of a class 

of the nonlinear Volterra integro-differential 

equations. Journal of Applied Mathematics 

and Informatics, 31:65-77. 

 

[14]. A H Waleed.(2013). Solving nth-order 

integro-differential equations using the 

combined Laplace transform-Adomian 

decomposition method. Applied Mathematics, 

A [15]. A. M Wazwaz.(2010). The combined 

Laplace transform-Adomian decomposition 

method for handling nonlinear Volterra 

integro-differential equations. Applied 

Mathematics and Computation, 216:1304-

1309.4:882- 886. 

[16]. A. M Wazwaz. (2011). Linear and Nonlinear 

Integral Equations: Methods and Applications. 

Springer. 

[17]. D Bahuguna, A Ujlayan, and D N 

Pendey.(2009).  A Comparative study of numerical 

methods for solving an integro-differential equation. 

Computer and Mathematics with Applications, 

57:1485-1493. 

[18] D J Evans and K R Raslan. (2004). The 

Adomian decomposition method for solving delay 

differential equation. International journal of 

Computer Mathematics, 00:1-6. 

[19] H Jafari, M Ghorbani, and S 

Ghasempour.(2013). A note on exact solution for 

nonlinear integral equations by a modified 

homotopy perturbation method. New Trends in 

Mathematical Sciences, 2:22-26. 

[20] N Singh and M Kumar. (2011). Adomian 

decomposition method for solving higher order 

boundary value problems. Mathematical Theory 

and Modeling, 2:11-22. 

[21] F K Yin, W Y Han, and J Q Song. (2013). 

Modified Laplace decomposition method for Lane-

Emden type differential equation. International 

Journal f Applied Physics and Mathematics, 3:98-

102. 

[22] J B Yindoula, P Youssouf, G Bissanga, F 

Bassono, and B Some. (2014). Application of the 

Adomian decomposition method and Laplace 

transform method to solving the convection 

diffusion-dissipation equation. International Journal 

of Applied Mathematical Research, 3:30-35. 

[23] Tariq M. Elzaki, (2011).  The New Transform 

“Elzaki Transform” Global Journal of Pure and 

Applied Mathematics, ISSN 0973-1768, Number 

1,pp. 57-64. 

[24] Lokenath Debnath and D. Bhatta. (2006). 

Integral transform and their Application second 

Edition, Chapman & Hall / CRC. 

[25] G.K. watugala, (1998). simudu transform- 

anew integral transform to solve differential 

equation and control engineering problems. Math 

Engrg Induct. 6 , no 4, 319-329. 

[26] Christian Constanda, (2002). Solution 

Techniques for Elementary Partial differential 

Equations, New York. 

http://www.lcjstem.com/


ISSN: 2708-7123 | Volume-02, Issue Number-02 | June-2021 

LC INTERNATIONAL JOURNAL OF STEM  
Web: www.lcjstem.com | DOI: https://doi.org/10.47150 

 

Published By: Logical Creations Education and Research Institute (www.lcjstem.com)      22 

[27] Dean G. Duffy, (2004). Transform Methods for 

solving partial differential Equations, 2nd Ed, 

Chapman & Hall / CRC, Boca Raton, FL. 

[28]. K.S. Aboodh. (2013). The New integral 

transform “Aboodh Transform” Global 

Journal of pure and Applied Mathematics, 

9(1),35-43. 

[29]. K.S. Aboodh,(2014). Application of new 

transform “Aboodh transform” to partial 

differential Equations, Global Journal of pure 

and Applied Math, 10(2),249-254. 

[30] Tariq M. Elzaki & Salih M. Elzaki, (2011). 

Application of New Transform “Elzaki Transform” 

to partial Differential Equations, Global Journal of 

pure and Applied Mathematics, ISSN 0973-1768, 

Number 1, pp. 65-70. 

 

 

 

http://www.lcjstem.com/

