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ABSTRACT 

One of the most important requirements for the next generation of traffic monitoring systems, 

autonomous driving technology and Advanced Driving Assistance Systems (ADAS) is the 

detection and classification of traffic participants. Although in the areas of object detection and 

classification research, tremendous progress has been made, we focused on a specific task of 

detecting and classifying traffic participants from traffic scenarios. In our work, we have chosen a 

Deep Convolutional Neural Networks – YOLOv4 (You Only Look Once Version 4), a object 

detection algorithm to detect and classify traffic participants accurately with fast speed. The main 

contribution of our work included: firstly, we generate a custom image dataset of traffic 

participants (Car, Bus, Truck, Pedestrian, Traffic light, Traffic sign, Vehicle registration plate, 

Motorcycle, Ambulance, Bicycle wheel). After that, we run K-means clustering on the dataset to 

design an anchor box that is utilized to adapt to various small and medium scales. Finally, we train 

the network for the mentioned objects and test it in several driving conditions (including daylight, 

low light, high traffic, foggy, rainy environment). The results showed cutting-edge performance 

with a mean Average Precision (mAP) of  up to 65.95% and a speed of about 54 ms. 
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INTRODUCTION 

 
Since the rebirth of the convolutional neural network in 2012, traffic participant detection and 
classification have become a prominent topic. It has a wide range of uses in computer vision, including 
traffic monitoring, autonomous driving technologies, ADAS, traffic density estimation, and many 
others. Deep CNN-based object detection algorithms have become more resilient and successful in 
recent years i.e. Faster R-CNN [1], SSD [2], CenterNet [3], YOLO [4], etc. Those algorithms are a new 
milestone of traffic participants detection and classification. Apart from the traditional algorithms, 
Deep CNN algorithms conduct representational learning on a large amount of data. At the same time, 
because the model is scalable, it is more flexible in practical application. There are two types of deep 
CNN algorithms available i.e. two-stage and one-stage. The two-stage object detectors, such as Faster 
R-CNN, Mask R-CNN, etc. use Region Proposal Network (RPN) and CNN together to detect and 
classify an object. So that high computing force is needed in two-stage detectors. But in one-stage 
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object detectors, such as SSD, YOLO, etc. can detect and classify objects directly through the network. 
As a result, one-stage detectors have a faster response time. 

 As an example of a one-stage object detector algorithm, the latest version of YOLO (YOLOv4) 
shows outstanding accuracy and speed of object detection tasks. It forecasts targets of various sizes on 
3 different scales, which makes the object detection task more suitable for small objects. In our work, 
we built a custom image dataset of traffic participants (Car, Bus, Truck, Pedestrian, Traffic light, 
Traffic sign, Vehicle registration plate, Motorcycle, Ambulance, Bicycle wheel) from the Google open 
images dataset using its OIDv4 toolkit. We also run K-means clustering on the dataset to determine 
suitable priors automatically, rather than choosing anchor boxes by hand. After successfully trained the 
network with custom images, we render that the YOLOv4 algorithm can detect and classify traffic 
participants in several driving conditions i.e. daylight, low light, high traffic, foggy, etc. We also 
provide the evaluation of the qualitative performance of the network. 

 The residue of the paper is: Section 2 describes related work. Section 3 presents the methodology, 
which describes the methods, such as network architecture and the dataset we labeled. Section 4 
describes the findings and analysis. Conclude with Section 5. 

 

RELETED WORK 

 

A noteworthy effort has been carried out in the past years of Traffic Participants detection and 

classification. Some of them are featured manually [5], which is less effective than deep learning 

algorithms [6]. Deep learning algorithms directly conduct feature extracting methods from original 

images. As mentioned in the previous section, researchers categorized Deep CNN algorithms into two 

classes and different researchers show the performance of different classes in their work. In 2014, R-

CNN [7] was proposed by the researchers as the first region-based two-stage object detector. And they 

presented Fast R-CNN in 2015 [8]. We can use Fast R-CNN to do both object detection and bounding 

box regression in one network. In [1], researchers claimed the Faster R-CNN detector, which is a 

elevated version of Fast R-CNN and capable of performing end-to-end and almost real-time detection. 

Mask R-CNN [9], which included a section for calculate an object mask with Faster R-CNN, was 

recently introduced. Nowadays researchers have applied them in traffic scenarios to detect and classify 

individual traffic participants i.e. pedestrian, traffic sign, etc. [10] [11] [12] [13]. They have achieved 

high accuracy in two-stage object detectors, but the speed needs to be enhanced to perform in real-time. 

To overcome this limitation, one-stage object detectors were demonstrated. Researchers suggested 

YOLO [4], which advocates a grid-centric multiscale region. This method significantly improves 

detection efficiency while sacrificing accuracy for small objects to accomplish real-time requirements. 

In 2016, SSD [2] was introduced, it overcomes the drawbacks of YOLO and Faster R-CNN and 

achieve excellent accuracy and speed, especially for small objects. On the other hand, there have some 

limitations of SSD as follows: (1) As the resolution of the input image increases, so does the number of 

default bounding boxes. (2) Each layer of the network's boxes has a different scale and ratio, which 

should be manually adjusted. YOLOv2 [14] adds batch normalization after each convolution layer, 

performs multiscale training, and uses k-means clustering in the training dataset to automatically 

determine acceptable prior probabilities for detection efficiency. And further improve the accuracy. By 

updating the feature extractor of YOLOv2 from darknet19 to darknet53, researchers released YOLOv3 

[15]. YOLOv3 enhances the detection accuracy for small objects in particular while keeping the speed. 

In recent years, YOLOv4 [16] is introduced as the latest version YOLO series. The main network part 

of YOLOv4, CSPDarknet53, is built on the Darknet53 and CSPNet [17]. The CSPDarknet53 network 

not only improves learning capabilities but also ensures detection accuracy while reducing 

computational time for faster processing. Researchers also applied these one-stage object detectors in 

traffic scenarios to detect and classify individual traffic participants and got better results than two-
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stage object detectors [18] [19] [20]. But most of the researchers do not focus on the specific task of 

detecting and classifying all the traffic participants from traffic scenarios with a single network and 

how it performs in several driving conditions. We focus on that specific task and show how effectively 

YOLOv4 works. 

 

METHODOLOGY 

 
This section describes the overall detection and classification process of YOLOv4 on input images or 

videos. Also describes the overall network architecture of YOLOv4 and how it makes the model more 

efficient in traffic participants detection and classification. Dataset information is also mentioned in 

this section. 

A. Flow Diagram 

YOLOv4 follows a certain flow method to detect and classify traffic participants.  Figure 1 shows 
the flow diagram of YOLOv4 algorithm. Firstly, YOLOv4 takes a video from the traffic scenario and 
extracts a single image from it or it can take a single image directly. After that, the model divides that 
image into 608×608 grids. Then, using that image as an input, CNN generates a tensor that represents: 

 

 

 

 

 

 

 

 

 

Fig. 1. Flow diagram of YOLOv4 Network 

(1) Predicted bounding box coordinates and position (2) Probability that each bounding box contains 
an object (3) Probability that each object in the bounding box is a participant of a particular class. Let 
‘y’ is that mentioned tensor, 

𝑦 =
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In equation (1), ‘𝑝𝑐’ denotes the presence of an object in the grid and can take either a 0 or a 1 value, 
the coordinates of an object in a specific grid are defined by the variables ‘𝑏𝑥’ and ‘𝑏𝑦’, the 

percentage height and width of the whole grid cell are defined by ‘𝑏ℎ’ and ‘𝑏𝑤’ correspondingly and 
finally ‘𝑐1’, ‘𝑐2’, ‘𝑐3’ ... defines the classes i.e. car, bus, person, etc. After determining the class 
probability, the model determines the class-specific confidence scores. The confidence score 
represents the predicted accuracy of the bounding box.. The following is a definition of confidence: 
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𝐶𝐼𝐽 = 𝑃𝑟 × (𝑜𝑏𝑗𝑒𝑐𝑡) × 𝐼𝑜𝑈𝑝𝑟𝑒𝑑
𝑡𝑟𝑢𝑡ℎ             (2) 

Here, 𝐶𝐼𝐽 denotes the confidence in the 𝐽𝑡ℎ bounding box of the 𝐼𝑡ℎ grid cell, whereas 

𝐼𝑜𝑈𝑝𝑟𝑒𝑑
𝑡𝑟𝑢𝑡ℎ denotes the correspondence between the references and predicted bounding boxes. When 

numerous bounding boxes identify the same target, YOLOv4 selects the optimal bounding box using 
the non-max suppression (NMS) method [22]. 

B. Dataset 

We built a custom image dataset of 10 different participants (Car, Bus, Truck, Pedestrian, Traffic light, 

Traffic sign, Vehicle registration plate, Motorcycle, Ambulance, Bicycle wheel). We use Google open 

image dataset and its OIDv4 toolkit to collect labeled images for training the YOLOv4 network. By 

running K-means clustering on the training dataset, we got 9 anchor frames and select the anchor frame 

as ([15, 28], [38, 75], [60,174], [116, 94], [121,293], [224,173], [239,410], [425,283], [506,504]). 

These anchor frames not only affect the convergence but also enhance the performance of the network.  

Finally, to prepare the test dataset, images were observed and labeled manually. Different angles of the 

same object and complicated traffic situations were captured. We added all-weather images of traffic 

participants, which will ensure the accurate measurement of the performance of YOLOv4. 

 

 

 

 

 

 

 

(a) 

 
 
 
 
 
 
 
 

 

(b) 

Fig. 2. Randomly chosen images from dataset (a) training images; (b) test images 

In our dataset, 17317 labeled images are used for training (percentage of contribution 88.75%) and 
2195 labeled images are used for testing (percentage of contribution 11.25%). Some randomly chosen 
train and test images are given in figure 2. 

C. Network Architecture 

Darknet53 is received by the combination and integration of ResNet and YOLOv3 accordingly. It helps 

to solve the deep network gradient problem. Based on Darknet53, YOLOv4 built CSPDarkNet53 as the 

backbone of the network, taking into account the excellent learning capabilities of the Cross-stage 

Partial Network (CSPNet) [17]. 

CSPNet not only improves YOLOv4's learning ability but also reduces computation and memory costs 
while assuring accuracy. It is done by integrating gradient changes into functional maps end-to-end. 
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      Fig. 4. YOLOv4 Network Architecture 
 

As shown in Figure 3, each convolutional layer contains Convolution, Batch Normalization (BN), and 
Mish. Also, each residue module contains one shortcut and two convolutional layers. In the layers, 
there are multiple duplicate residual modules. 

In addition, as a neck, YOLOv4 inserts SPP+PAN between the core network and the output layer. SSP 

blocks increase the acceptance fields, extract the most relevant features, and slightly slow down 

network operations. Also, instead of FPN, PANet [21] is employed, which helps shorten the 

information path, accurately localize low-level signals, enhance the feature pyramid and improve the 

overall feature layer. Finally, YOLOv3 is utilized in the head of the network, which improves the mean 

average precision and object detection ability, especially for small partcipants. Figure 4 shows the 

network architecture of the model. 

 

RESULT AND ANALYSIS 

 

We trained the network for 13000 iterations. After,every 100 iterations, checked the performance 

metrics (mAP, precision, recall, f1 score and avg IoU) and got a better result at 8000th iteration. After 

8000 iterations the model started overfitting. The training results at different iteration are shown in 

Table 1. And, figure 5 shows that our model is improving the detection accuracy untill 8000th 

iteration. 

 
                                      Fig. 3. CSPDarknet53 Module Structure 
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After successfully trained the network, we tested it at several driving conditions. The robustness of the 

YOLOv4 network is noticed, it detects and classifies each class accurately with high speed. 

TABLE I.  TRAINING RESULTS 

Iteration mAP Precision Recall F1 
score 

Avg 
IoU 

1000 41.49% 0.49 0.34 0.40 34.69% 

1500 53.84% 0.57 0.46 0.51 44.03% 

2900 62.61% 0.61 0.52 0.56 47.67% 

3900 61.95% 0.58 0.52 0.55 46.93% 

5000 64.19% 0.63 0.49 0.55 51.33% 

6000 65.97% 0.57 0.58 0.57 46.56% 

7000 63.17% 0.57 0.54 0.56 45.13% 

8000 65.95% 0.62 0.53 0.57 51.48% 

 

 

 

 

 

 

 

 

 

Fig. 5. Mean average precision (mAP) value is gradually increasing with iteration 

 

 

 

 

  

 

  

                                                                             

 
                                                                                    (a) 

 
 

 

                                                                                            (b) 

Fig. 6. Performance at foggy condition (a) detection and lebelling (b) detection speed and confidence 

score 
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(a) 

 

 

 

 

(b) 

Fig. 7. Performance at rainy condition (a) detection and labeling; (b) detection speed and confidence 

score 

In figure 6 & 7, there are few participants in foggy weather and rainy weather, YOLOv4 detects them 

with comprehensive confidence levels and high computation speed.  In order to verify the 

performance of YOLOv4, it was compared with Faster R-CNN and SSD algorithm. Both the 

algorithms were trained with the same dataset mentioned above. After a successful comparison, 

several points could be noticed. The confidence score is higher in Faster R-CNN, but it takes too 

much time in computing and bounding boxes were smaller than the object. In SSD algorithm, it gives 

a lower confidence score and sometimes detection errors were occurred. YOLOv4 managed to detect 

objects with higher confidence scores and accurate bounding boxes.  
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                                                       (e)                                                 (f) 

Fig. 8. Detection results (a,b) YOLOv4; (c,d) Faster R-CNN; (e,f) SSD 

Figure 8 shows the comparative detection results. The superiority of YOLOv4 is demonstrated. The 

scenario changes significantly when we switch from image to video inputs. The coordinates of objects 

in a video will now change in real-time. Even so, objects are continuously detected and labeled by 

YOLOv4 with a high level of confidence. 

 

 

CONCLUSION 

 

One of the main goals of this paper was to assess the appropriateness of You Only Look Once 

(YOLO) version 4 for application in traffic participants detection activities at several driving 

conditions i.e. high traffic conditions, low traffic conditions, foggy weather conditions, etc. Most of 

the researchers do not focus on the specific task to detect and classify traffic participants but on object 

detection in general. Our motive is to focus on that specific task by using the Deep CNN-based 

framework YOLOv4 for better accuracy and speed. Despite this, it is a considerably new approach or 

concept that we used in this study, which carried out mAP 65.95% with a better speed of around 54 

milliseconds. As there was an excessive number of small objects in the test dataset and we couldn’t 

manually label them properly, also, few objects were blocked by other identified items in the test 

dataset, and the precision and recall scores did not reach the expected high levels. 
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